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1.What are the Services provided by Network layer to the Transport layer ? 

The network layer provides services to the transport layer at the network layer/transport 
layer interface. The network layer services have been designed with the following goals in mind. 

1. The services should be independent of the router technology.  
2. The transport layer should be shielded from the number, type, and topology of the routers 
present. 
3. The network addresses made available to the transport layer should use a uniform 
numbering plan, even across LANs and WANs.  

Given these goals, the designers of the network layer have a lot of freedom in writing 
detailed specifications of the services to be offered to the transport layer. This freedom often 
degenerates into a raging battle between two warring factions. The discussion centers on whether 
the network layer should provide connection-oriented service or connectionless service. 

One camp (represented by the Internet community) argues that the routers' job is moving 
packets around and nothing else. In their view (based on 30 years of actual experience with a 
real, working computer network), the subnet is inherently unreliable, no matter how it is 
designed. Therefore, the hosts should accept the fact that the network is unreliable and do error 
control (i.e., error detection and correction) and flow control themselves.  

This viewpoint leads quickly to the conclusion that the network service should be 
connectionless, with primitives SEND PACKET and RECEIVE PACKET and little else. In 
particular no packet ordering and flow control should be done, because the hosts are going to do 
that anyway, and there is usually little to be gained by doing it twice. Furthermore, each packet 
must carry the full destination address, because each packet sent is carried independently of its 
predecessors, if any.  

The other camp (represented by the telephone companies) argues that the subnet should 
provide a reliable, connection-oriented service. They claim that 100 years of successful 
experience with the worldwide telephone system is an excellent guide. In this view, quality of 
service is the dominant factor, and without connections in the subnet, quality of service is very 
difficult to achieve, especially for real-time traffic such as voice and video. 

These two camps are best exemplified by the Internet and ATM. The Internet offers 
connectionless network-layer service; ATM networks offer connection-oriented network layer 
service. 
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2. Discuss the functions of the communication subnet to provide datagram 
service. 

If connectionless service is offered, packets are injected into the subnet individually and 
routed independently of each other. No advance setup is needed. In this context, the packets are 
frequently called datagrams (in analogy with telegrams) and the subnet is called a datagram 
subnet. Suppose that the process P1 in Fig.2 has a long message for P2. It hands the message to 
the transport layer with instructions to deliver it to process P2 on host H2. The transport layer 
code runs on H1, typically within the operating system. It prepends a transport header to the front 
of the message and hands the result to the network layer, probably just another procedure within 
the operating system. 

Assume that the message is four times longer than the maximum packet size, so the  
network layer has to break it into four packets, 1, 2, 3, and 4 and sends each of them in turn to 
router A using some point-to-point protocol, for example, PPP. At this point the carrier takes 
over. Every router has an internal table telling it where to send packets for each possible 
destination. Each table entry is a pair consisting of a destination and the outgoing line to use for 
that destination. Only directly-connected lines can be used. For example, in Fig.1, A has only 
two outgoing lines—to B and C—so every incoming packet must be sent to one of these routers, 
even if the ultimate destination is some other router. A's initial routing table is shown in the 
figure under the label ''initially.'' 

As they arrived at A, packets 1, 2, and 3 were stored briefly (to verify their 
checksums).Then each was forwarded to C according to A's table. Packet 1 was then forwarded 
to E and then to F. When it got to F, it was encapsulated in a data link layer frame and sent to H2 
over the LAN. Packets 2 and 3 follow the same route.  

However, something different happened to packet 4. When it got to A it was sent to 
router B, even though it is also destined for F. For some reason, A decided to send packet 4 via a 
different route than that of the first three. Perhaps it learned of a traffic jam somewhere along the 
ACE path and updated its routing table, as shown under the label ''later.'' The algorithm that 
manages the tables and makes the routing decisions is called the routing algorithm. 
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Fig.2: Routing within a datagram subnet. 

3. What is meant by connection state information in a virtual circuit network ?  

If connection-oriented service is used, a path from the source router to the destination 
router must be established before any data packets can be sent. This connection is called a VC 
(virtual circuit), in analogy with the physical circuits set up by the telephone system, and the 
subnet is called a virtual-circuit subnet.  

For connection-oriented service, virtual-circuit subnet is needed. The idea behind virtual 
circuits is to avoid having to choose a new route for every packet sent, as in Fig.2. Instead, when 
a connection is established, a route from the source machine to the destination machine is chosen 
as part of the connection setup and stored in tables inside the routers. That route is used for all 
traffic flowing over the connection, exactly the same way that the telephone system works. When 
the connection is released, the virtual circuit is also terminated. With connection-oriented 
service, each packet carries an identifier telling which virtual circuit it belongs to.  
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As an example, consider the situation of Fig.3. Here, host H1 has established connection 
1 with host H2. It is remembered as the first entry in each of the routing tables. The first line of 
A's table says that if a packet bearing connection identifier 1 comes in from H1, it is to be sent to 
router C and given connection identifier 1. Similarly, the first entry at C routes the packet to E, 
also with connection identifier 1. 

 

Fig.2: Routing within a virtual-circuit subnet. 

Now consider what happens if H3 also wants to establish a connection to H2. It chooses 
connection identifier 1 (because it is initiating the connection and this is its only connection) and 
tells the subnet to establish the virtual circuit. This leads to the second row in the table.There is a  
conflict here because although A can easily distinguish connection 1 packets from H1 from 
connection 1 packets from H3, C cannot do this. For this reason, A assigns a different connection 
identifier to the outgoing traffic for the second connection. Avoiding conflicts of this kind is why 
routers need the ability to replace connection identifiers in outgoing packets. In some contexts, 
this is called label switching. 
 
4. Compare Virtual-Circuit and Datagram Subnets 

 Inside the subnet, several trade-offs exist between virtual circuits and datagrams. One 
trade-off is between router memory space and bandwidth. Virtual circuits allow packets to 
contain circuit numbers instead of full destination addresses. If the packets tend to be fairly short, 
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a full destination address in every packet may represent a significant amount of overhead and 
hence wasted bandwidth.  

 

Fig.3: Comparison of datagram and virtual-circuit subnets. 

Another trade-off is setup time versus address parsing time. Using virtual circuits 
requires a setup phase, which takes time and consumes resources. However, figuring out what to 
do with a data packet in a virtual-circuit subnet is easy: In a datagram subnet, a more 
complicated lookup procedure is required to locate the entry for the destination. 

Yet another issue is the amount of table space required in router memory. A datagram 
subnet needs to have an entry for every possible destination, whereas a virtual-circuit subnet just 
needs an entry for each virtual circuit.  

Virtual circuits have some advantages in guaranteeing quality of service and avoiding 
congestion within the subnet because resources (e.g., buffers, bandwidth, and CPU cycles) can 
be reserved in advance, when the connection is established. Once the packets start arriving, the 
necessary bandwidth and router capacity will be there. With a datagram subnet, congestion 
avoidance is more difficult. 

Virtual circuits also have a vulnerability problem. If a router crashes and loses its 
memory, even if it comes back up a second later, all the virtual circuits passing through it will 
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have to be aborted. In contrast, if a datagram router goes down, only those users whose packets 
were queued in the router at the time will suffer, and maybe not even all those, depending upon 
whether they have already been acknowledged.  

 

5. What is routing algorithm? What are the classifications of it?  

The main function of the network layer is routing packets from the source machine to the 
destination machine. In most subnets, packets will require multiple hops to make the journey. 
The only notable exception is for broadcast networks, but even here routing is an issue if the 
source and destination are not on the same network. The algorithms that choose the routes and 
the data structures that they use are a major area of network layer design.  

The routing algorithm is that part of the network layer software responsible for deciding 
which output line an incoming packet should be transmitted on. If the subnet uses datagrams 
internally, this decision must be made anew for every arriving data packet since the best route 
may have changed since last time. If the subnet uses virtual circuits internally, routing decisions 
are made only when a new virtual circuit is being set up. Thereafter, data packets just follow the 
previously-established route. The latter case is sometimes called session routing because a route 
remains in force for an entire user session (e.g., a login session at a terminal or a file transfer). 

It is sometimes useful to make a distinction between routing, which is making the 
decision which routes to use, and forwarding, which is what happens when a packet arrives. One 
can think of a router as having two processes inside it. One of them handles each packet as it 
arrives, looking up the outgoing line to use for it in the routing tables. This process is forwarding. 
The other process is responsible for filling in and updating the routing tables.  

Regardless of whether routes are chosen independently for each packet or only when new 
connections are established, certain properties are desirable in a routing algorithm: correctness, 
simplicity, robustness, stability, fairness, and optimality. Correctness and simplicity hardly 
require comment, but the need for robustness may be less obvious at first. Once a major network 
comes on the air, it may be expected to run continuously for years without system wide failures. 
During that period there will be hardware and software failures of all kinds. Hosts, routers, and 
lines will fail repeatedly, and the topology will change many times. The routing algorithm should 
be able to cope with changes in the topology and traffic without requiring all jobs in all hosts to 
be aborted and the network to be rebooted every time some router crashes.  

Stability is also an important goal for the routing algorithm. There exist routing 
algorithms that never converge to equilibrium, no matter how long they run. A stable algorithm 
reaches equilibrium and stays there. Fairness and optimality may sound obvious—surely no 
reasonable person would oppose them—but as it turns out, they are often contradictory goals. As 
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a simple example of this conflict, look at Fig.4. Suppose that there is enough traffic between A 
and A', between B and B', and between C and C' to saturate the horizontal links. To maximize 
the total flow, the X to X' traffic should be shut off altogether. Unfortunately, X and X' may not 
see it that way. Evidently, some compromise between global efficiency and fairness to individual 
connections is needed.  

 
 

Fig.5: Conflict between fairness and optimality. 
 
 Minimizing mean packet delay is an obvious candidate, but so is maximizing total 
network throughput. Furthermore, these two goals are also in conflict, since operating any 
queuing system near capacity implies a long queuing delay. As a compromise, many networks 
attempt to minimize the number of hops a packet must make, because reducing the number of 
hops tends to improve the delay and also reduce the amount of bandwidth consumed, which 
tends to improve the throughput as well.  

Routing algorithms can be grouped into two major classes: non-adaptive and adaptive. 
Non-adaptive algorithms do not base their routing decisions on measurements or estimates of the 
current traffic and topology. Instead, the choice of the route to use to get from I to J (for all I and 
J) is computed in advance, off-line, and downloaded to the routers when the network is booted. 
This procedure is sometimes called static routing.  

Adaptive algorithms, in contrast, change their routing decisions to reflect changes in the 
topology, and usually the traffic as well. Adaptive algorithms differ in where they get their 
information (e.g., locally, from adjacent routers, or from all routers), when they change the 
routes (e.g., every DT sec, when the load changes or when the topology changes), and what 
metric is used for optimization (e.g., distance, number of hops, or estimated transit time).  
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6. What is the Optimality Principle ? 

One can make a general statement about optimal routes without regard to network 
topology or traffic. This statement is known as the optimality principle. It states that if router J is 
on the optimal path from router I to router K, then the optimal path from J to K also falls along 
the same route. To see this, call the part of the route from I to Jr1 and the rest of the route r2. If a 
route better than r2 existed from J to K, it could be concatenated with r1 to improve the route 
from I to K, contradicting our statement that r1r2 is optimal.  

As a direct consequence of the optimality principle, one can see that the set of optimal 
routes from all sources to a given destination form a tree rooted at the destination. Such a tree is 
called a sink tree and is illustrated in Fig.6, where the distance metric is the number of hops. 
Note that a sink tree is not necessarily unique; other trees with the same path lengths may exist. 
The goal of all routing algorithms is to discover and use the sink trees for all routers.  

 

Fig.6 (a) A subnet. (b) A sink tree for router B. 

 Since a sink tree is indeed a tree, it does not contain any loops, so each packet will be 
delivered within a finite and bounded number of hops. Links and routers can go down and come 
back up during operation, so different routers may have different ideas about the current 
topology. The optimality principle and the sink tree provide a benchmark against which other 
routing algorithms can be measured. 

 

7. With an example explain shortest path routing algorithm. 
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The idea is to build a graph of the subnet, with each node of the graph representing a 
router and each arc of the graph representing a communication line (often called a link). To 
choose a route between a given pair of routers, the algorithm just finds the shortest path between 
them on the graph. 

One way of measuring path length is the number of hops. Using this metric, the paths 
ABC and ABE in Fig.7 are equally long. Another metric is the geographic distance in kilometers, 
in which case ABC is clearly much longer than ABE (assuming the figure is drawn to scale). 

 

Several algorithms for computing the shortest path between two nodes of a graph are 
known. This one is due to Dijkstra (1959). Each node is labeled (in parentheses) with its distance 
from the source node along the best known path. Initially, no paths are known, so all nodes are 
labeled with infinity. As the algorithm proceeds and paths are found, the labels may change, 
reflecting better paths. A label may be either tentative or permanent. Initially, all labels are 
tentative. When it is discovered that a label represents the shortest possible path from the source 
to that node, it is made permanent and never changed thereafter. 

To illustrate how the labeling algorithm works, look at the weighted, undirected graph of 
Fig.7(a), where the weights represent, for example, distance. We want to find the shortest path 
from A to D. Mark node A as permanent, indicated by a filled-in circle. Then examine, in turn, 
each of the nodes adjacent to A (the working node), relabeling each one with the distance to A. 
Whenever a node is relabeled, label it with the node from which the probe was made so that one 
can reconstruct the final path later. Having examined each of the nodes adjacent to A, examine 
all the tentatively labeled nodes in the whole graph and make the one with the smallest label 
permanent, as shown in Fig.7(b). This becomes the new working node.  

Now start at B and examine all nodes adjacent to it. If the sum of the label on B and the 
distance from B to the node being considered is less than the label on that node, is is the shorter 
path, so the node is relabeled.  

After all the nodes adjacent to the working node have been inspected and the tentative 
labels changed if possible, the entire graph is searched for the tentatively-labeled node with the 
smallest value. This node is made permanent and becomes the working node for the next round. 
Fig.7 shows the first five steps of the algorithm.  

To see why the algorithm works, consider Fig.7(c). At that point  E is made permanent. 
Suppose that there were a shorter path than ABE, say AXYZE. There are two possibilities: either 
node Z has already been made permanent, or it has not been. If it has, then E has already been 
probed (on the round following the one when Z was made permanent), so the AXYZE path has 
not escaped our attention and thus cannot be a shorter path.  
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Now consider the case where Z is still tentatively labeled. Either the label at Z is greater 
than or equal to that at E, in which case AXYZE cannot be a shorter path than ABE, or it is less 
than that of E, in which case Z and not E will become permanent first, allowing E to be probed 
from Z.  

 

Fig.7 The first five steps used in computing the shortest path from A to D. The arrows 
indicate the working node. 

8. Explain flooding: 

Flooding is a static routing algorithm, in which every incoming packet is sent out on 
every outgoing line except the one it arrived on. Flooding obviously generates vast numbers of 
duplicate packets, in fact, an infinite number unless some measures are taken to damp the 
process. One such measure is to have a hop counter contained in the header of each packet, 
which is decremented at each hop, with the packet being discarded when the counter reaches 
zero. Ideally, the hop counter should be initialized to the length of the path from source to 
destination. If the sender does not know how long the path is, it can initialize the counter to the 
worst case, namely, the full diameter of the subnet. 
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An alternative technique for damming the flood is to keep track of which packets have 
been flooded, to avoid sending them out a second time. achieve this goal is to have the source 
router put a sequence number in each packet it receives from its hosts. Each router then needs a 
list per source router telling which sequence numbers originating at that source have already 
been seen. If an incoming packet is on the list, it is not flooded. 

To prevent the list from growing without bound, each list should be augmented by a 
counter, k, meaning that all sequence numbers through k have been seen. When a packet comes 
in, it is easy to check if the packet is a duplicate; if so, it is discarded. Furthermore, the full list 
below k is not needed, since k effectively summarizes it.  

A variation of flooding that is slightly more practical is selective flooding. In this 
algorithm the routers do not send every incoming packet out on every line, only on those lines 
that are going approximately in the right direction. There is usually little point in sending a 
westbound packet on an eastbound line unless the topology is extremely peculiar and the router 
is sure of this fact.  

Flooding is not practical in most applications, but it does have some uses. For example, in 
military applications, where large numbers of routers may be blown to bits at any instant, the 
tremendous robustness of flooding is highly desirable. In distributed database applications, it is 
sometimes necessary to update all the databases concurrently, in which case flooding can be 
useful. In wireless networks, all messages transmitted by a station can be received by all other 
stations within its radio range, which is, in fact, flooding, and some algorithms utilize this 
property. A fourth possible use of flooding is as a metric against which other routing algorithms 
can be compared. Flooding always chooses the shortest path because it chooses every possible 
path in parallel. Consequently, no other algorithm can produce a shorter delay. 

 

9. Explain distance vector routing algorithm. 

Distance vector routing algorithms operate by having each router maintain a table (i.e. a 
vector) giving the best known distance to each destination and which line to use to get there. 
These tables are updated by exchanging information with the neighbors.  

The distance vector routing algorithm is sometimes called by other names, most 
commonly the distributed Bellman-Ford routing algorithm and the Ford-Fulkerson algorithm; It 
was the original ARPANET routing algorithm and was also used in the Internet under the name 
RIP.  

In distance vector routing, each router maintains a routing table indexed by, and 
containing one entry for, each router in the subnet. This entry contains two parts: the preferred 
outgoing line to use for that destination and an estimate of the time or distance to that 
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destination. The metric used might be number of hops, time delay in milliseconds, total number 
of packets queued along the path, or something similar.  

The router is assumed to know the ''distance'' to each of its neighbors. If the metric is 
hops, the distance is just one hop. If the metric is queue length, the router simply examines each 
queue. If the metric is delay, the router can measure it directly with special ECHO packets that 
the receiver just timestamps and sends back as fast as it can. 

As an example, assume that delay is used as a metric and that the router knows the delay 
to each of its neighbors. Once every T msec each router sends to each neighbor a list of its 
estimated delays to each destination. It also receives a similar list from each neighbor. Imagine 
that one of these tables has just come in from neighbor X, with Xi being X's estimate of how 
long it takes to get to router i. If the router knows that the delay to X is m msec, it also knows 
that it can reach router i via X in Xi + m msec. By performing this calculation for each neighbor, 
a router can find out which estimate seems the best and use that estimate and the corresponding 
line in its new routing table. Note that the old routing table is not used in the calculation. 

This updating process is illustrated in Fig.9 Part (a) shows a subnet. The first four 
columns of part (b) show the delay vectors received from the neighbors of router J. A claims to 
have a 12-msec delay to B, a 25-msec delay to C, a 40-msec delay to D, etc. Suppose that J has 
measured or estimated its delay to its neighbors, A, I, H, and K as 8, 10, 12, and 6 msec, 
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Fig.9 (a) A subnet. (b) Input from A, I, H, K, and the new routing table for J. 

Consider how J computes its new route to router G. It knows that it can get to A in 8 
msec, an A claims to be able to get to G in 18 msec, so J knows it can count on a delay of 26 
msec to G it forwards packets bound for G to A. Similarly, it computes the delay to G via I, H, 
and K as 4 (31 + 10), 18 (6 + 12), and 37 (31 + 6) msec, respectively. The best of these values is 
18, so it makes an entry in its routing table that the delay to G is 18 msec and that the route to use   
is via H. The same calculation is performed for all the other destinations, with the new routing 
table shown in the last column of the figure. 

 

10. Explain count-to-infinity problem. 
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Distance vector routing works in theory but has a serious drawback in practice. Although 
it converges to the correct answer, it may do so slowly. Consider a router whose best route to 
destination X is large. I on the next exchange neighbor A suddenly reports a short delay to X, the 
router just switches over to using the line to A to send traffic to X. In one vector exchange, the 
good news is processed.  

To see how fast good news propagates, consider the five-node (linear) subnet of Fig.10, 
where the delay metric is the number of hops. Suppose A is down initially and all the other 
routers know this. In other words, they have all recorded the delay to A as infinity. 

When A comes up, the other routers learn about it via the vector exchanges. For 
simplicity assume that there is a gigantic gong somewhere that is struck periodically to initiate a 
vector exchange at all routers simultaneously. At the time of the first exchange, B learns that its 
left neighbor has zero delay to A. B now makes an entry in its routing table that A is one hop 
away to the left. All the other routers still think that A is down. At this point, the routing table 
entries for A are as shown in the second row of Fig.10 (a). On the next exchange, C learns that B 
has a path of length 1 to A, so it updates its routing table to indicate a path of length 2, but D and 
E do not hear the good news until later. Clearly, the good news is spreading at the rate of one hop 
per exchange. In a subnet whose longest path is of length N hops, within N exchanges everyone 
will know about newly-revived lines and routers.  

 

Now consider the situation of Fig.10 (b), in which all the lines and routers are initially up. 
Routers B, C, D, and E have distances to A of 1, 2, 3, and 4, respectively. Suddenly A goes 
down, or alternatively, the line between A and B is cut, which is effectively the same thing from 
B's point of view.  

At the first packet exchange, B does not hear anything from A. Fortunately, C says: Do 
not worry; I have a path to A of length 2. Little does B know that C's path runs through B itself. 
For all B knows, C might have ten lines all with separate paths to A of length 2. As a result, B 
thinks it can reach A via C, with a path length of 3. D and E do not update their entries for A on 
the first exchange.  

 
On the second exchange, C notices that each of its neighbors claims to have a path to A 

of length 3. It picks one of the them at random and makes its new distance to A 4, as shown in 
the third row of Fig. 10(b). Subsequent exchanges produce the history shown in the rest of Fig. 
10(b). 

If the metric is time delay, there is no well-defined upper bound, so a high value is 
needed to prevent a path with a long delay from being treated as down. This problem is known as 
the count-to-infinity problem. There have been a few attempts to solve it (such as split horizon 
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with poisoned reverse in RFC 1058), but none of these work well in general. The core of the 
problem is that when X tells Y that it has a path somewhere, Y has no way of knowing whether it 
itself is on the path. 

 

Fig.10: The count-to-infinity problem. 

 

11. Explain hierarchical routing. 

Hierarchical routing is an algorithm for routing packets hierarchically. As networks grow 
in size, the router routing tables grow proportionally. Not only is router memory consumed by 
ever-increasing tables, but more CPU time is needed to scan them and more bandwidth is needed 
to send status reports about them. At a certain point the network may grow to the point where it 
is no longer feasible for every router to have an entry for every other router, so the routing will 
have to be done hierarchically, as it is in the telephone network.  

When hierarchical routing is used, the routers are divided into regions, with each router 
knowing all the details about how to route packets to destinations within its own region, but 
knowing nothing about the internal structure of other regions. When different networks are 
interconnected, it is natural to regard each one as a separate region in order to free the routers in 
one network from having to know the topological structure of the other ones. 

For huge networks, a two-level hierarchy may be insufficient; it may be necessary to 
group the regions into clusters, the clusters into zones, the zones into groups, and so on. Fig.11 
gives a quantitative example of routing in a two-level hierarchy with five regions. The full 
routing table for router 1A has 17 entries, as shown in Fig.11 (b). When routing is done 
hierarchically, as in Fig.11 (c), there are entries for all the local routers as before, but all other 
regions have been condensed into a single router, so all traffic for region 2 goes via the 1B -2A 
line, but the rest of the remote traffic goes via the 1C -3B line. Hierarchical routing has reduced 
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the table from 17 to 7 entries. As the ratio of the number of regions to the number of routers per 
region grows, the savings in table space increase. 

 

Fig.11 Hierarchical routing. 

Unfortunately, these gains in space are not free. There is a penalty to be paid, and this 
penalty is in the form of increased path length. For example, the best route from 1A to 5C is via 
region 2, but with hierarchical routing all traffic to region 5 goes via region 3, because that is 
better for most destinations in region 5.  

When a single network becomes very large, an interesting question is: How many levels 
should the hierarchy have? For example, consider a subnet with 720 routers. If there is no 
hierarchy, each router needs 720 routing table entries.  

If the subnet is partitioned into 24 regions of 30 routers each, each router needs 30 local 
entries plus 23 remote entries for a total of 53 entries. If a three-level hierarchy is chosen, with 
eight clusters, each containing 9 regions of 10 routers, each router needs 10 entries for local 
routers, 8 entries for routing to other regions within its own cluster, and 7 entries for distant 
clusters, for a total of 25 entries. Kamoun and Kleinrock (1979) discovered that the optimal 
number of levels for an N router subnet is ln N, requiring a total of e ln N entries per router. 
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They have also shown that the increase in effective mean path length caused by hierarchical 
routing is sufficiently small that it is usually acceptable. 

 

12. Explain reverse path forwarding. 

The idea, called reverse path forwarding, is remarkably simple once it has been pointed 
out. When a broadcast packet arrives at a router, the router checks to see if the packet arrived on 
the line that is normally used for sending packets to the source of the broadcast. If so, there is an 
excellent chance that the broadcast packet itself followed the best route from the router and is 
therefore the first copy to arrive at the router. This being the case, the router forwards copies of it 
onto all lines except the one it arrived on. If, however, the broadcast packet arrived on a line 
other than the preferred one for reaching the source, the packet is discarded as a likely duplicate.  

An example of reverse path forwarding is shown in Fig.12. Part (a) shows a subnet, part 
(b) shows a sink tree for router I of that subnet, and part (c) shows how the reverse path 
algorithm works. On the first hop, I sends packets to F, H, J, and N, as indicated by the second 
row of the tree. Each of these packets arrives on the preferred path to I (assuming that the 
preferred path falls along the sink tree) and is so indicated by a circle around the letter. On the 
second hop, eight packets are generated, two by each of the routers that received a packet on the 
first hop.  

As it turns out, all eight of these arrive at previously unvisited routers, and five of these 
arrive along the preferred line. Of the six packets generated on the third hop, only three arrive on 
the preferred path (at C, E, and K); the others are duplicates. After five hops and 24 packets, the 
broadcasting terminates, compared with four hops and 14 packets had the sink tree been 
followed exactly. 

The principal advantage of reverse path forwarding is that it is both reasonably efficient 
and easy to implement. It does not require routers to know about spanning trees, nor does it have 
the overhead of a destination list or bit map in each broadcast packet as does multidestination 
addressing. Nor does it require any special mechanism to stop the process, as flooding does 
(either a hop counter in each packet and a priori knowledge of the subnet diameter, or a list of 
packets already seen per source). 
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Fig.12. Reverse path forwarding. (a) A subnet. (b) A sink tree. (c) The tree built by reverse 
path forwarding. 

 

 

13. Explain broadcast routing algorithm. 

Sending a packet to all destinations simultaneously is called broadcasting. In some 
applications, hosts need to send messages to many or all other hosts. For example, a service 
distributing weather reports, stock market updates, or live radio programs might work best by 
broadcasting to all machines and letting those that are interested read the data. Sending a packet 
to all destinations simultaneously is called broadcasting; various methods have been proposed for 
doing it.  

One broadcasting method that requires no special features from the subnet is for the 
source to simply send a distinct packet to each destination. Not only is the method wasteful of 
bandwidth, but it also requires the source to have a complete list of all destinations. 

Flooding is another obvious candidate. Although flooding is ill-suited for ordinary point-
to-point communication, for broadcasting it might rate serious consideration, especially if none 
of the methods described below are applicable. The problem with flooding as a broadcast 
technique is the same problem it has as a point-to-point routing algorithm: it generates too many 
packets and consumes too much bandwidth. 

A third algorithm is multidestination routing. If this method is used, each packet contains 
either a list of destinations or a bit map indicating the desired destinations. When a packet arrives 
at a router, the router checks all the destinations to determine the set of output lines that will be 
needed. (An output line is needed if it is the best route to at least one of the destinations.) The 
router generates a new copy of the packet for each output line to be used and includes in each 
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packet only those destinations that are to use the line. In effect, the destination set is partitioned 
among the output lines. After a sufficient number of hops, each packet will carry only one 
destination and can be treated as a normal packet. Multidestination routing is like separately 
addressed packets, except that when several packets must follow the same route, one of them 
pays full fare and the rest ride free. 

A fourth broadcast algorithm makes explicit use of the sink tree for the router initiating 
the broadcast—or any other convenient spanning tree for that matter. A spanning tree is a subset 
of the subnet that includes all the routers but contains no loops. If each router knows which of its 
lines belong to the spanning tree, it can copy an incoming broadcast packet onto all the spanning 
tree lines except the one it arrived on. This method makes excellent use of bandwidth, generating 
the absolute minimum number of packets necessary to do the job. The only problem is that each 
router must have knowledge of some spanning tree for the method to be applicable. Sometimes 
this information is available (e.g., with link state routing) but sometimes it is not (e.g., with 
distance vector routing). 

The  last broadcast algorithm is an attempt to approximate the behaviour of the previous 
one, even when the routers do not know anything at all about spanning trees. The idea, called 
reverse path forwarding, is remarkably simple once it has been pointed out. When a broadcast 
packet arrives at a router, the router checks to see if the packet arrived on the line that is 
normally used for sending packets to the source of the broadcast or not.  

If so, there is an excellent chance that the broadcast packet itself followed the best route 
from the router and is therefore the first copy to arrive at the router. This being the case, the 
router forwards copies of it onto all lines except the one it arrived on. If, however, the broadcast 
packet arrived on a line other than the preferred one for reaching the source, the packet is 
discarded as a likely duplicate. 

14. Explain multicast routing algorithm. 

Sending a message to multiple receivers with a single send operation is called 
multicasting. Some applications require that widely-separated processes work together in groups, 
for example, a group of processes implementing a distributed database system. In these 
situations, it is frequently necessary for one process to send a message to all the other members 
of the group. If the group is small, it can just send each other member a point-to-point message. 
If the group is large, this strategy is expensive. Sometimes broadcasting can be used, but using 
broadcasting to inform 1000 machines on a million-node network is inefficient because most 
receivers are not interested in the message Sending a message to such a group is called 
multicasting, and its routing algorithm is called multicast routing.  
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Multicasting requires group management. Some way is needed to create and destroy 
groups, and to allow processes to join and leave groups. It is important that routers know which 
of their hosts belong to which groups. Either hosts must inform their routers about changes in 
group membership, or routers must query their hosts periodically. Either way, routers learn about 
which of their hosts are in which groups. Routers tell their neighbours, so the information 
propagates through the subnet. 

 
To do multicast routing, each router computes a spanning tree covering all other routers. 

For example, in Fig. 14(a) there are two groups, 1 and 2. Some routers are attached to hosts that 
belong to one or both of these groups, as indicated in the figure. A spanning tree for the  leftmost 
router is shown in Fig. 14(b). 

 
When a process sends a multicast packet to a group, the first router examines its spanning 

tree and prunes it, removing all lines that do not lead to hosts that are members of the group. In 
our example, Fig. 14(c) shows the pruned spanning tree for group 1. Similarly, Fig. 14(d) shows 
the pruned spanning tree for group 2. Multicast packets are forwarded only along the appropriate 
spanning tree.  

 
Various ways of pruning the spanning tree are possible. The simplest one can be used if 

link state routing is used and each router is aware of the complete topology, including which 
hosts belong to which groups. Then the spanning tree can be pruned, starting at the end of each 
path, working toward the root, and removing all routers that do not belong to the group in 
question.  

 
With distance vector routing, a different pruning strategy can be followed. The basic 

algorithm is reverse path forwarding. However, whenever a router with no hosts interested in a 
particular group and no connections to other routers receives a multicast message for that group, 
it responds with a PRUNE message, telling the sender not to send it any more multicasts for that 
group. When a router with no group members among its own hosts has received such messages 
on all its lines, it, too, can respond with a PRUNE message. In this way, the subnet is recursively 
pruned. 
 

One potential disadvantage of this algorithm is that it scales poorly to large networks. 
Suppose that a network has n groups, each with an average of m members. For each group, m 
pruned spanning trees must be stored, for a total of mn trees.  
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Fig.14 (a) A network. (b) A spanning tree for the leftmost router. (c) A multicast tree for 

group 1. (d) A multicast tree for group 2. 
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